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Abstract  
 

Association rule mining is an important data mining task that 

used to find out correlations, association between a set of trans-

actions in the databases, data warehouses. This paper presents the 

basic concepts of association rule mining, the basic Apriori algo-

rithm used for association rule mining and a brief overview of 

approaches used with basic Apriori algorithm to mine association 

rules. 

 

Introduction 

 

Association rule mining is an important technique used in data 

mining proposed by Agrawal et.al. in 1993. Association rule 

mining is used for discovering interesting patterns and associa-

tions between a set of transactions in the databases. Association 

rules are basically used in areas like market analysis and invento-

ry control [8]. 

 

A. Basic concepts 
 

Association rules are if/then statements that helped to find out 

relationships between data in databases or other information re-

positories. An association rule has two parts: an antecedent (if) 

part and consequent (then) part. An antecedent is an item found 

in the data. Consequent is an item that is found in combination 

with the antecedent. 

 

The two important basic measures of association rules are con-

fidence and support. Since database consists of large number of 

transactions and user is only interested in frequently purchased 

items, threshold of two parameters support and confidence 

known as minimum support and minimum confidence respec-

tively are predefined by the user to drop out the transactions that 

are not useful or are not of user interest. 

 

For example: - 90% of customers that purchase bread and but-

ter also purchase milk 

Antecedent: bread and butter 

Consequent: milk 

Confidence factor: 90%  

I = i1, i2, …, im: set of items 

D : database of transactions 

T   D : a transaction. T   I 

TID: unique identifier, associated with each T  

X: a subset of I 

T contains X if X  T. 

Association rule X=>Y 

Here XI, YI and XY=. 

Rule X=>Y has a confidence con in D 

If con% of transaction in D that contain X also contain Y 

Rule X=>Y has a support sup in D 

If sup% of transactions in D contain XY 

 

B. Basic Apriori Algorithm 
 

Apriori algorithmic rule is basic algorithmic rule for associa-

tion rule mining. It takings by distinctive the frequent individual 

things within the data and lengthening them to larger and bigger 

item sets as long as those item sets seem sufficiently usually 

within the data. The frequent item sets verified by Apriori are 

often used to determine association rules that highlight general 

trends within the data.  

Apriori uses a “bottom-up” approach, wherever frequent sub-

sets are extended one item at a time( a step called candidate gen-

eration ), and tested against the data. Algorithmic rule terminates 

once no winning extension units are found. Apriori algorithmic 

rule generates frequent item sets. If association item satisfies a 

definite minimum support and minimum confidence then it’s 

thought about as a frequent item. This whole algorithmic rule 

relies on plan of looking out level by level.  

Association rule mining is a 2 step process:- 

 i) Find all the frequent item sets from the data. If support of as-

sociate item set A is larger than the minimum support i.e., sup-

port(A)>=minsup, them itemset a is thought as frequent itemset 

otherwise not a frequent itemset. 

ii) Generate association rules from the frequent itemsets. 

 

Issues in finding association rules with 

Apriori Algorithm 
 

1. To find out the frequent item sets, one need to scan the 

database many times. This multiple scan leads to the 

wastage of time and space. 

 

2. Scalability is another problem that is encountered in the 

algorithm used for mining association rules i.e., with the 
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rise in number of transactions, performance get de-

creased. 

 

3. Apriori algorithm used for mining association rules uses 

minimum threshold to select frequent item set. This val-

ue is provided by the user and must be set very precisely 

not too high so that new item sets in the database are 

omitted and not too low so that it leads to item set ex-

plosion. 

 

Approaches used with basic Apriori al-

gorithm 

 

Association rule mining is one of the main concerns of the re-

searchers working in the field of Data mining. Many researchers 

analyzed the existing algorithms to find out the methods to im-

prove the performance of existing algorithms while many re-

searchers proposed new algorithms for association rule mining. 

Apriori is the basic classical algorithm used for mining the asso-

ciation rules. This literature survey presents the overview of ap-

proaches used with the basic Apriori algorithm. 

 

A. APRIORI  IMPROVE 

APRIORI-IMPROVE algorithm [14] addressed the time and 

space concern of the basic APRIORI algorithm. In this algo-

rithm, traditional horizontal data approach which stored each 

transaction with tid was replaced with the mixed type structure 

which was the combination of the item id set and its complement 

set. APRIORI-IMPROVE algorithm generated L2 directly from 

the one scan of the database by using the hash function.  

 

This algorithm used the hash table rather than hash tree to re-

duce the searching costs. This algorithm made use of two prun-

ing strategies: - Dataset global pruning and Dataset local pruning. 

Dataset global pruning was based on the idea that t may contain a 

frequent k-item set I only if all the (k-1) subsets of I belongs to 

Lk-1. 

 

B. CAPRIORI   
 

CAPRIORI algorithm [2] was used for the fault analysis of 

CRH EMU. The basic idea was performing coding on each item 

and then used AND operation to different coded item to get fre-

quent k-item sets. The coding length was judged by the amount 

of transaction in the database. If an item existed in the transaction 

then the corresponding location of in the item code was set to 1 

otherwise 0. This coding system was used to calculate the sup-

port degree of each item.  

For eg:-  There are 4 records= t01,t02,t03,t04 in a database.  

Suppose item {X1} exists in the record 1 and 4 item {X2} ex-

ists in record 1, 2, 3 and then the code for {X1} is (1001) and 

code for {X2} is (1110). By this we get support degree of 

{X1}=2 and support degree of {X2}=3.  

 

Then set L1 of frequent item sets was generated directly by se-

lecting the item satisfying minimal support frequency. AND op-

eration was then performed on L1 to get new codes. If in new 

codes the amounts of 1 are larger than or equal to minimal sup-

port degree then a new rule is generated and frequent item set- 2 

was obtained and this process was iterated to get all the frequent 

item sets.  

 

This algorithm addressed the multiple database scan issue of 

the basic APRIORI algorithm as it required only single scan to 

database and efficiency was improved by reducing system I/O 

and the candidate item sets were reduced. 

 

C. APRIORI  WITH  PAMMS 

One of the issue associated with the basic APRIORI algorithm 

as mentioned above is the use of single threshold to select fre-

quent item sets. The probability Apriori Multiple Minimum Sup-

port (PAMMS) approach [15] made use of multiple minimum 

support to discover rare association rules.  

 

Rare association rules are rules applicable to rare items but can 

provide useful knowledge. With the single minimum support it 

was not possible to mine rare association rules because rare asso-

ciation rules failed to satisfy minimum support if it was set too 

high. If minimum support was set too low it would lead to com-

bination explosion. Multiple minimum support approach used the 

notion of “item-to-pattern difference” to discover rare association 

rules efficiently. This approach assigned minimum support val-

ues for frequent as well as rare items based on their item supports 

and overcome the problem of rule explosion and rule missing. 

Each item was specified with minimum item support (MIS).  

 

A pattern was declared frequent if its support was found great-

er than or equal to minimal MIS value among all items. Rare 

items were specified with relatively lower MIS value. IPD (item 

pattern difference) was to differentiate the pattern to item. Ac-

cording to multiple minimum support basis the support of the 

pattern must be greater than minimum MIS value among all 

items in pattern.  
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D. APRIORI  WITH WEIGHTED AP-

PROACH 

Weighted approach [7] with the basic APRIORI was intro-

duced to address the problem of using single minimum support 

for selecting the frequent item sets. In the transactional databases 

items are not uniformly distributed. Use of single minimum sup-

port  lead to either missing of rare association rules if set too high 

or lead to combination explosion if set too low. Weighted associ-

ation rules deal with this issue. To reflect different importance to 

different items, weights were assigned to different items. 

 

Consider D- transaction database 

I= {i1, i2, i3……} = set of items. Each transaction is subset of 

I with transaction id-TID. 

Then W= {w1, w2, w3….} is the weight set corresponding to 

I. 

 

Classical algorithm was first used to obtain the frequent item 

sets without weights. After weight assigning approach, attributes 

with weighted support less than minimum weighted support were 

removed.  

 

Conclusion 
 

To enhance the performance of an algorithm time and space 

are two main parameters. Algorithms analyzed in this paper pro-

vided different strategies to deal with the different issues in the 

association rule mining. There is still need to enhance the per-

formance of association rule mining algorithm. This paper aims 

toward the development of heterogeneous approach to be used 

with the basic APRIORI to enhance the performance of associa-

tion rule mining. 
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