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Abstract  
 

Clustering is the fundamental task in data mining. It is a tech-

nique by which we can categorize between the similar and the 

dissimilar objects and group the ones together that are more like-

ly to each other. As per the ICDM‘06, k-Means holds a rank 2 

and EM holds a rank 5 in the Top 10 Algorithms. This paper 
provides the detailed comparative study of the k-Means and the 

Expectation Maximization Technique using the Weka 3.6.9 In-

terface. Weka is a popular suite of machine learning software 

written in Java, developed at the University of Waikato, New 

Zealand. Weka is free software available under the GNU General 

Public License. The data used is the fixed broadband Internet 

Users for 214 Countries from year 1998-2011. Fixed broadband 

Internet subscribers are the number of broadband subscribers 

with a digital subscriber line, cable modem, or other high-speed 

technology. 
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Introduction 
 

 The Weka or woodhen (Gallirallus australis) is a flightless bird 

species of the rail family and is an endemic bird of New Zealand.  

As per the KDD Nuggets Survey in May 2010, Weka is one of 

the tools that is widely used by companies in real projects for the 

data analysis. The results of the Survey were based on the re-
sponse of the 900 respondents. In yet another survey by Rexler 

Analyics, 2010, WEKA is one of the top 5 most used tools. 

 

Clustering 
Clustering is the process applied on datasets to partition the data 

into various meaningful subsets, called as the Clusters. The ob-

jects within each clusters share a common trait. The goal of the 

Cluster Analysis is descriptive and aims to discover a new set of 

categories. Clustering is about finding the ‗similarity‘ and to find 
how similar the two objects, the distance measure is used. The 

objects that are within the same cluster need to be close to each 

other. Hence, in case of the similar objects the distance measure 

will be a short distance. 

 

Distance Measure 
There are different ways to define a distance Measure. Some 

elements may be close to each other as per one definition of the 

distance measure and might be far from each other as per the 

other definition of the distance. Some of the most commonly 

used distance functions are: 

 

• Euclidean Distance / 2-Norm/ Crow distance 

• Manhattan Distance / 1-Norm/ Taxicab distance 

 

 
Figure 1. Formation of Cluster Groups 

 

Introduction to Weka 

 
Weka stands for Waikato Environment for Knowledge Analysis. 
Weka is the most widely tool for the data mining. It is an open 

source interface developed in Java and for the past 12 years, 

there have been various releases of the Interface. With each re-

lease, the latest algorithms for data mining are incorporated in 

the interface. 

 

Main features of WEKA include: 

 

• 49 data preprocessing tools 

• 76 classification/regression algorithms 

• 8 clustering algorithms 

• 15 attribute/subset evaluators + 10 search algorithms for fea-
ture selection 

• 3 algorithms for finding association rules 

• 3 graphical user interfaces 

 ―The Explorer‖ (exploratory data analysis) 

 ―The Experimenter‖ (experimental environment) 

 ―The Knowledge Flow‖ (new process model in-

spired interface) 

 

Evolution of Weka 
 

Weka was developed under a project funded by the NZ Gov-

ernment since 1993. The Programme goal was to build state-of-

the-art facilities for developing techniques of machine learning 

and investigating their application in key areas of New Zealand 

economy. 

The timelines of the various stages of Weka Development His-

tory are as follows: 
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• Late 1992 - funding was applied for by Ian Witten 

• 1993 - development of the interface and infrastructure 

 WEKA acronym coined by Geoff Holmes 

 WEKA‘s file format ―ARFF‖ was created by Andrew 

Donkin 

 ARFF was rumored to stand for Andrew‘s Ridi-
culous File Format 

• Sometime in 1994 - first internal release of WEKA 

 TCL/TK user interface + learning algorithms written 

mostly in C 

 Very much beta software 

 Changes for the b1 release included (among oth-

ers) 

 • October 1996 - first public release of WEKA (v 2.1) 

• July 1997 - WEKA 2.2 

 Schemes: 1R, T2, K*, M5, M5Class, IB1-4, FOIL, 

PEBLS, support for C5 

 Included a facility (based on unix makefiles) for con-
figuring and running large scale experiments 

• Early 1997 - decision was made to rewrite WEKA in Java. 

 Originated from code written by Eibe Frank for his 

PhD 

 Originally codenamed JAWS (Java Weka System) 

• May 1998 - WEKA 2.3 

 Last release of the TCL/TK-based system 

• Mid 1999 - WEKA 3 (100% Java) released 

 Version to complement the Data Mining book 

 Development version (including GUI) 

 

Weka 3.6.9 
 

Weka aims at providing an interface where various algorithms 

are incorporated for the practitioners for research. Users can 

quickly adapt the interface due to its simplicity and ease of use. 

 

 
Figure 2. WEKA Interface 

The Weka toolkit has been developed in Java and the Weka GUI 

Chooser has four options: 

 

• Explorer: An environment for exploring data with WEKA (the 

rest of this documentation deals with this application in more 

detail). 

• Experimenter: An environment for performing experiments 

and conducting statistical tests between learning schemes. 

• Knowledge Flow: This environment supports essentially the 

same functions as the Explorer but with a drag-and-drop inter-

face. One advantage is that it supports incremental learning. 

• Simple CLI: Provides a simple command-line interface that 
allows direct execution of WEKA commands for operating sys-

tems that do not provide their own command line interface. 

 

The analysis was performed in WEKA Explorer. The Weka In-

terface consists of 6 tabs. When the Explorer is first started only 

the first tab is active; the others are grayed out. This is because it 

is necessary to open (and potentially pre-process) a data set be-

fore starting to explore the data. 

 

The tabs are as follows: 

 

• Preprocess: Choose and modify the data being acted on. 
• Classify: Train and test learning schemes that classify or per-

form regression. 

• Cluster: Learn clusters for the data. 

• Associate: Learn association rules for the data. 

• Select attributes: Select the most relevant attributes in the data. 

• Visualize: View an interactive 2D plot of the data. 

 

K-Means Clustering Technique 
 

In data mining, k-means clustering is a method of cluster anal-

ysis which aims to partition n observations into k clusters in 

which each observation belongs to the cluster with the nearest 

mean. This results in a partitioning of the data space into Voronoi 

cells. 

 

Given a set of observations (x1, x2, …, xn), where each obser-

vation is a d-dimensional real vector, k-means clustering aims to 

partition the n observations into k sets (k ≤ n) S = {S1, S2, …, 

Sk} so as to minimize the within-cluster sum of squares (WCSS): 

 

                     (1) 
 

where μi is the mean of points in Si. 

 

Algorithm: 
• Place K points into the space of the objects being clus-

tered. They represent the initial group centroids. 

• Assign each object to the group that has the closest centro-

id. 

• Recalculate the positions of the K centroids. 

Repeat Steps 2 & 3 until the group centroids no longer move 
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Figure 3. K-Means Clsutering 

 

Expectation-Maximization Technique 
 

 Here, the data set is usually modeled with a fixed (to avoid 

overfitting) number of Gaussian distributions that are initialized 
randomly and whose parameters are iteratively optimized to fit 

better to the data set. This will converge to a local optimum, so 

multiple runs may produce different results. In order to obtain a 

hard clustering, objects are often then assigned to the Gaussian 

distribution they most likely belong to, for soft clustering this is 

not necessary. 

  

 The Expectation-Maximization (EM) algorithm is an optimiza-

tion procedure which computes the Maximal-Likelihood (ML) 

estimate of the unknown parameter  when only uncom-

plete (  is unknown) data  are presented. In other words, the 
EM algorithm maximizes the likelihood function 

 

          (2) 

with respect to the parameter . 
  

Experimentation 
  

 The K-Means and the EM clustering technique is performed in 

Weka 3.6.9. Data is first cleaned such that the missing values are 

replaced by the value ‗0‘. The data used is the fixed broadband 

Internet Users for 214 Countries from year 1998-2011. Fixed 

broadband Internet subscribers are the number of broadband sub-

scribers with a digital subscriber line, cable modem, or other 

high-speed technology. The preprocessing and the classification 

follow later.  
 

 

 

• Clustering using k-Means: 

 

The Simple k-Means technique when applied on our dataset re-

sults in the formation of 2 clusters with 210 instances lying in 

one cluster and the remaining instances in the other cluster. 

 

 
Figure 4. K-Means –Cluster Mode (Training Set) 

 
The results of the algorithm in the tool are: 

 

Number of iterations: 7 

Within cluster sum of squared errors: 432.38667492973264 

Time taken to build model (full training data): 0.02 seconds 
Clustered Instances 

 

0      210 (98%) 

1        4 (2%) 

 

In the k-Means technique only, the another variant has been  

 
Figure 5. K-Means –Cluster Mode (Percentage Split Set) 

Number of iterations: 5 

Within cluster sum of squared errors: 288.7113044311968 

Time taken to build model (full training data): 0.01 seconds 

Clustered Instances 

 

0      71 (97%) 

1       2 (3%) 
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• Clustering using EM technique: 

 

 The clustering performed using the EM Technique in Weka 

was initially done using the full training set which resulted in 9 

clusters and for the same dataset a percentage split at 66% re-

sulted in 2 clusters. 
 

 
 

Figure 6. EM Technique –Cluster Mode (Training Set) 
 

Time taken to build model (full training data): 30.12 seconds 

Clustered Instances 

 

 0       31 (14%) 

 1       11 (5%) 

 2        2 (1%) 
 3       42 (20%) 

 4       12 (6%) 

 5        6 (3%) 

 6       76 (36%) 

 7       10 (5%) 

 8       23 (11%) 

 9        1 (0%) 

 

Log likelihood: -159.20045 

 

 
Figure 7. EM Technique–Cluster Mode (Percentage Split Set) 

 
Time taken to build model (percentage split): 1.15 seconds Clus-

tered Instances 

 
0      61 (84%) 

1      12 (16%) 

 

Log likelihood: -202.27426 

 

Results 
 

Using Simple k-Means: 
 

Time taken to build model (full training data): 0.02 seconds 

Time taken to build model (percentage split): 0.01 seconds 

 

Using EM Technique: 

 

Time taken to build model (full training data): 30.12 seconds 

Time taken to build model (percentage split): 1.15 seconds  

 

Summary and Conclusion  
 

The K-Means algorithm is very bad at handling overlapping data 

points. This is because it is only able to classify a point based on 

its distance from the estimated means. When the data overlaps, 

there is no clear line that can be drawn to separate those points 

that are closest to one mean versus those points that are closest to 

another. 

 

On the other hand, EM does much better on the overlapping data. 

This is because the strength of EM lies in the fact that it is able to 
incorporate underlying assumptions about how the data was gen-

erated. The algorithm as implemented assumes that the data was 

generated by exactly two Gaussians. Using this knowledge, it can 

make a better guess as to the likely source of the data because it 

can look at the trends among the points in a single grouping. The 

fact that the data is overlapping is only of minimal significance 

because it only accepts how far the points are from the means of 

the Gaussians. 

 

It is also worth noting that both EM and K-Means seemed to do 

better on the same data sets and worse on the same data sets indi-

cating that the difficultly of optimizing the parameters might be 
intrinsic to the data in such as a way that both techniques are 

either helped or hurt. 
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